
Development of an improved four-site water model for biomolecular
simulations: TIP4P-Ew

Hans W. Horn,a) William C. Swope, and Jed W. Pitera
IBM Almaden Research Center, San Jose, California 95120

Jeffry D. Madura and Thomas J. Dick
Department of Chemistry and Biochemistry, Center for Computational Sciences, Duquesne University,
Pittsburgh, Pennsylvania 15282

Greg L. Hura
Graduate Group in Biophysics, University of California, Berkeley, California 94720

Teresa Head-Gordon
Graduate Group in Biophysics and Department of Bioengineering, University of California, Berkeley,
California 94720

~Received 1 December 2003; accepted 22 January 2004!

A re-parameterization of the standard TIP4P water model for use with Ewald techniques is
introduced, providing an overall global improvement in water properties relative to several popular
nonpolarizable and polarizable water potentials. Using high precision simulations, and careful
application of standard analytical corrections, we show that the new TIP4P-Ew potential has a
density maximum at;1 °C, and reproduces experimental bulk-densities and the enthalpy of
vaporization,DHvap, from 237.5 to 127 °C at 1 atm with an absolute average error of less than 1%.
Structural properties are in very good agreement with x-ray scattering intensities at temperatures
between 0 and 77 °C and dynamical properties such as self-diffusion coefficient are in excellent
agreement with experiment. The parameterization approach used can be easily generalized to
rehabilitate any water force field using available experimental data over a range of thermodynamic
points. © 2004 American Institute of Physics.@DOI: 10.1063/1.1683075#

I. INTRODUCTION

The goal of bio-molecular simulations is the accurate
and predictive computer simulation of the physical properties
of biological molecules in their aqueous environments. There
are three main issues regarding the treatment of water in such
simulations. The first is the accurate description of the
protein–water interaction. While continuum models have
shown some promise,1 they cannot reproduce the micro-
scopic details of the protein–water interface.2 Consequently,
most bio-molecular simulations are carried out with the sol-
ute surrounded by a droplet or periodic box of explicit water
molecules. In a typical case, these water molecules will ac-
count for over 80% of the particles in the simulation. Water–
water interactions dominate the computational cost of such
simulations, so the model used to describe the water needs to
be fast as well as accurate.

The second major issue is that proteins and nucleic acids
are typically highly charged. This means that long-range
Coulombic interactions need to be properly accounted for,
whether by using Ewald summation techniques,3 reaction
field methods,4 or other equivalents. Prior to the mid-1990s,
most bio-molecular simulations used some sort of truncated
Coulomb interaction to improve the speed of the simulation
which greatly compromised accuracy. Algorithmic
developments,5,6 as well as continuing improvements in

computer hardware, have made inclusion of long-range elec-
trostatic effects ubiquitous in modern simulations. While the
simulation methodology has improved, these simulations are
typically carried out using water models that were originally
parameterized using a truncated Coulomb interaction. Using
these models with Ewald summation results in changes in
both thermodynamic and kinetic properties: Densities are
lower than in the original parameterization~Fig. 1!; diffusion
constants7,8 are larger. Some attempt has been made to repa-
rameterize the SPC and TIP4P models for use with a reaction
field, but these variants are not widely used.9

The final issue is the area of comparison with experi-
ment. In this case, it is critical that the model give good
thermodynamic~structural observables, solvation free ener-
gies, etc.! and kinetic~diffusion, rotational correlation times,
hydrogen bond dynamic, etc.! results for both neat liquids
and solutions. In many cases, one is interested in atempera-
ture dependentproperty of the bio-molecule, such as a melt-
ing curve10 or structural fluctuations.11 Water models in com-
mon use in bio-molecular simulation, however, have
traditionally only been parameterized for a single tempera-
ture ~;298 K: SPC,12 SPC/E,13 TIP3P/4P,14 SPC/AL,15

SPC/S16!. More recent fixed charge~TIP5P17! and polariz-
able ~SPC-Pol and TIP4P-Pol18! models have been devel-
oped using data over a range of temperatures.

Polarizable variants of various water models19–24 have
been introduced to overcome certain short-comings of their
nonpolarizable ancestors. Although we anticipate that thesea!Electronic mail: hans@almaden.ibm.com
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polarizable force fields will improve the accuracy of water
potentials applicability for phase equilibria, mixtures, surface
properties, dynamics, etc., they are much more expensive
and thus implementations of polarizable models are entering
main-stream bio-molecular simulation codes only slowly.

A good water model should not only reproduce bulk wa-
ter properties over a range of thermodynamic states, but also
work in concert with protein force fields to reproduce solu-
tion and interfacial thermodynamic and kinetic properties.
Three-site water models are the most commonly used water
potentials for protein–water simulations. Furthermore, com-
mon wisdom might suggest that the current generation of
protein force fields are somewhat ‘‘tuned’’ for use with these
three-site models. Therefore, it might be argued that the
simple three-site models are the best choice for rehabilitation
under an Ewald treatment. However, the protein force fields
in common use were not, in fact, developed in a way that
makes them particularly suited for the three-site water
models.25 Moreover, it is currently believed that any water
model with demonstrable improvements in bulk water prop-
erties will also benefit solution properties. Taking these con-
siderations together, the nonpolarizable TIP4P model was
chosen as the model of choice for a reparameterization effort
under an Ewald regime, since its simulated bulk-density with
proper incorporation of long-ranged electrostatics is signifi-
cantly better compared to other models~Fig. 1!.

II. METHODS

A. The TIP4P-Ew model

Our purpose is to develop a re-parameterized TIP4P
model ~dubbed TIP4P-Ew! under inclusion of electrostatic
and Lennard-Jones long-range interactions@see Eq.~6!#. In-
clusion of the latter is important, as these interactions are

always attractive~there is no partial cancellation as in elec-
trostatic interactions! and have a noticeable influence on the
density.8

Our goals are to produce a model appropriate for water
in the liquid phaseusing experimental densities and enthal-
pies of vaporization at a number of different temperatures as
input to a fitting procedure. A key issue for this approach is
how one should extract information about the liquid phase of
water from experimental enthalpies of vaporization, since
this observable depends not only on the properties of liquid
water, but also on those of water in the gas phase. One ap-
proach is to extract information about the intermolecular in-
teraction energies of molecules in the liquid phase from these
experimental enthalpies of vaporization by subtracting from
them any effects due to the gas phase. One of these effects is
due to the fact that gaseous water is a real gas.

Similarly, since our model uses fixed charges, we should
account for the energetic effects of electrical polarization as a
water molecule changes between the liquid and gas phases.
Since our model is rigid, we should account in the experi-
mental data for the omission of intramolecular vibrational
degrees of freedom, including frequency shifts in these
modes as water molecules transfer between phases. Finally,
since we are developing a model that is to be used in a
classical context, we should account for the fact that the
experimental data include quantum effects. After considering
all of these factors, we can produce from the experimental
data the intermolecular interaction energies that a rigid, fixed
charge, and classical water model should be able to repro-
duce. Alternatively, we could add all of these effects to our
computed interaction energies to produce ‘‘computed’’ en-
thalpies of vaporization for direct comparison with the ex-
perimental enthalpies of vaporization. We have chosen the
latter approach.

We should emphasize that since the production of the
TIP4P-Ew model relies heavily on experimental densities
and enthalpies of vaporization, the accuracy of the model
should be assessed with respect to its ability to accurately
predictotherexperimentally observable properties. However,
it is still important to assess the degree to which our model is
capable of describing the observed densities and enthalpies
of vaporization. The goal is to achieve the best description of
the relevant physics with a minimal set of parameters, and
the ability to reproduce the data used in the fitting process is
a measure of that.

In keeping with the tradition of its predecessor TIP4P,
we have adopted the experimental gas-phase geometry of the
water monomer26 (r OH50.9572 Å anduHOH5104.52°; see
Fig. 2!. Even though one might question the transferability of
a molecular geometry from the gas phase into a highly asso-
ciated liquid geometry such as in bulk water, we have kept
these geometric parameters fixed. The other parameters$j%
of the model ~see Fig. 2! are subjected to the parameter
search procedure as outlined below.

B. Model energy expression

The total potential energy of the system is

U total5UElectrostatic1ULJ , ~1!

FIG. 1. Bulk-densityr(T) for conventional 3-, 4- and 5-site water models
with and without Ewald.~a! From Refs. 40~liquid! and 41~supercooled and
superheated liquid!; ~b! from Ref. 14;~c! from Ref. 8, no Lennard-Jones tail
correction;r(T) has a maximum at 25661 K @from seventh-order least-
squares polynomial fit, Eq.~16!#; ~d! from Ref. 17.
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where the electrostatic term is

UElectrostatic5 (
aPI ,bPJ

I ,J

qaqbe2

« r r ab

, ~2!

and where the Lennard-Jones term is

ULJ5(
I ,J

@uLJ~ urO,I2rO,Ju!S~ urO,I2rO,J u!#1ULJ,tail . ~3!

In Eq. ~2!, a, b are charged sites on moleculesI, J with
chargesqa , qb at separationr ab , « r is the dielectric of the
vacuum (« r is set to 1! ande is the charge of an electron.

In Eq. ~3! rO,I is the coordinate of an oxygen atom on
molecule I and uLJ is the usual Lennard-Jones functional
form

uLJ~r !54«@~s/r !122~s/r !6#. ~4!

The sums in Eqs.~2! and ~3! go over all pairs of molecules
I, J.

To ensure energy conservation and to avoid discontinui-
ties due to truncation of the intermolecular potential, we em-
ploy a potential switching functionS in Eq. ~3! as described
in Ref. 27. S is defined by a polynomial inZ(r )5r 2

2Rlower
2 that describes a function in the range fromZ50

(r 5Rlower) to Z5Rupper
2 2Rlower

2

S~Z~r !!5H 1 if r<Rlower

11AZ31BZ41CZ5 if Rlower,r<Rupper

0 if r .Rupper

,

~5!

with A5210/D3, B515/D4, C526/D5, and D5Rupper
2

2Rlower
2 . This function is continuous and has continuous first

and second derivatives atr 5Rlower and r 5Rupper. The ap-
propriate derivative ofS is included in the intermolecular
forces.

The long-range correctionULJ,tail for the Lennard-Jones
interaction energy28 in Eq. ~3! uses a mean-field approxima-
tion to account for neglected contributions to the Lennard-
Jones energyULJ ; its is obtained from integrals over the two
intervals@Rlower,Rupper# and @Rupper,`# as follows:

ULJ,tail52pNrF E
Rlower

Rupper
~12S~Z!!r 2g~r !uLJ~r !dr

1E
Rupper

`

r 2g~r !uLJ~r !drG , ~6!

where we setg(r )51 for r .Rlower; N is the number of
water molecules andr5N/V is the number density. Under
this approximation forg(r ), the integrals may be evaluated
analytically.

The corresponding correction for the pressure28 is ob-
tained from a similar integral for the virial@uLJ(r ) is re-
placed byr * duLJ(r )/dr]. This is typically not done in cur-
rent simulations. The long-range Lennard-Jones correction is
always attractive, i.e., it lowers the potential energy, and
causes a decrease of the internal pressure, or in a constant
pressure simulation an increase of the bulk-density of about
0.5%–0.8%.8

C. Simulation protocol

A cubic box with edge length of 24.8 Å was filled with
512 water molecules. Molecular-dynamic~MD! simulations
in an isothermal–isobaric~NpT! ensemble29 at 1 atm and a
range of temperatures were performed using an in-house
simulation program. The equations of motion were integrated
using the velocity Verlet algorithm30 and with a time step
size of 1 femtosecond. The velocity update was done using
only forces on real sites after forces on fictitious sites~M-
site, see Fig. 2! have been projected onto real sites.31 The
duration of equilibration runs was 100 picoseconds (T
.273 K), 150 picoseconds (T.248 K), and 200 picosec-
onds (T%248 K). Typical production runs were longer than
5 nanoseconds. The intra-molecular geometry (r OH and
uHOH) was constrained by applying the M–SHAKE32 and
M–RATTLE33 algorithms using an absolute geometric toler-
ance of 10210 Å. Temperature and pressure were controlled
using methods as described in Ref. 29, with velocity reas-
signment performed every 2000 MD time steps and a piston
mass34 of 0.000 40 amu Å24 used in the context of isotropic
expansion and contraction of the cubic simulation cell. Prop-
erties on the system~such as the instantaneous volume, po-
tential energy, radial distribution functions, etc.! were
sampled in 100 femtosecond intervals.

Coulomb interactions were computed using Ewald
summation.5 For the computation of the reciprocal space
sum, 10 reciprocal space vectors in each direction were used,
with a spherical cutoff for the reciprocal space sum ofnx

2

1ny
21nz

2<105. The width of the screening Gaussian was
0.35 Å.

The values ofRlower andRupperfor the switching function
S we use in the simulations are 9.0 and 9.5 Å, respectively.

The switch function in Eq.~5! ~using the same settings
for the switching parametersRlower and Rupper as above! is
also used as a molecule-based tapering function for the real-
space Coulomb interaction energy in the Ewald summation.

The conversions factors and physical constants35,36 used
are listed in the supplemental material available from the
publisher’s website.37 We note that the use of internally con-
sistent and precise physical constants and conversion factors

FIG. 2. Depiction of a TIP4P water molecule. The relevant model param-
eters are$j%5$q,d,«,s%, Eq. ~7!; parametersr OH anduHOH are fixed. The
fictitious center on the bisector of theuHOH angle is called the M-site.
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is crucial for comparison with our results as we strive for
levels of precision~statistical uncertainties! that have tradi-
tionally not been common in the simulation community.

D. Parameter search

We want to modify the force field parameters$j% for
TIP4P water to get select simulated propertiesA(T) @bulk-
densityr(T), see Sec. II E 3; and enthalpy of vaporization
DHvap(T), see Sec. II E 4# to agree closer with their experi-
mental values over the range of temperatures of interest;$j%
designates the parameter set used in the force field~see Fig.
2!

$j%5$q,d,«,s%. ~7!

We define a residual functionR(A,$j%) we wish to minimize
with respect to$j% in order to minimize the error in property
A ~see Fig. 3!:

R~A,$j%!5(
i

@~Asim~Ti ,$j%!2Aexp~Ti !!/Aexp~Ti !#
2

5(
i

~AI i21!2. ~8!

The sum is over temperatures. In the second form of Eq.~8!
we are using the definition of the ‘‘reduced property’’

AI i5Asim~Ti ,$j%!/Aexp~Ti !. ~9!

Note thatR(A,$j%) is dimensionless by construction.
With the definition of the slopedR/d$j% ~see Fig. 3!.

dR

d$j%
U
$j0%

5R~$j0%!/~$j0%2$j1%!, ~10!

we can obtain an update$dj1% for parameter set$j0% by
applying the Newton–Raphson rule

$dj1%5$j1%2$j0%52R~$j0%!Y dR

d$j%
U
$j0%

. ~11!

The dimension ofdR/d$j% is @$j%#21; to makedR/d$j%
dimensionless, we multiply it by$j%

dR/d$jI %[$j%* dR/d$j%; or d$jI %5d$j%/$j%. ~12!

The definition of Eq.~12! enables us to use composite re-
siduals~involving more than one propertyA!. With Eq. ~12!,
the parameter update Eq.~11! turns into an update relative to
$j0%

$djI 1%5$j1 /j0%2152R~$j0%!Y dR

d$jI %
U
$j0%

. ~13!

The slopedR/d$jI % can be expressed in terms of derivatives

of A with respect to$j%

dR/d$jI %5
d

d$jI % (i
~AI i21!252(

i
~AI i21!dAI i /d$jI %.

~14!

The derivatives ofAI with respect to$jI % at different tempera-

turesTi in Eq. ~14!, dAI i /d$jI %, can be obtained by numerical

differentiation

dAI i /d$jI %5~AI i~$jI
1%!2AI i~$jI

2%!!/~$jI
1%2$jI

2%!. ~15!

An estimate for the reduced propertyAI after applying the
parameter update$djI 1% can be obtained asAI i($jI 1%)

5AI i($jI 0%)1$djI 1%* dAI i /d$jI 0%, which can be used to obtain

an estimate for the new residualR(A,$j1%) after the param-
eter update, a quantity useful when trying to judge the merit
of updating one individual parameter over another. In order
to obtain numerical derivatives@Eq. ~15!#, the perturbation
d$jI

6%5($jI
1%2$jI

2%)/2 must be chosen carefully: It must

be large enough to assure statistical significance of the com-
puted finite differenceAI i($jI

1%)2AI i($jI
2%) for each of the

propertiesAI i considered and it must be small enough to as-
sure that AI i($jI %) is sufficiently linear in the interval

@$jI
2%,$jI

1%#. A recent chemometrics study38 discusses sen-

sitivity issues of the TIP4P model in this regard; here the
authors used a perturbation of65.0% for each of the force
field parameters, which we generally consider too high. Our
choice of d$jI

6%5$0.50%(q),4.0%(d),1.50%(«),

0.10%(s)% is based on maximum allowed changes in prop-
erties AI i ~60.010 g cm23 for the density r and 60.30
kcal mol21 for the enthalpy of vaporizationDHvap).

The numerical derivatives for the initial set of force field
parameters, as listed in Table II, show some interesting char-
acteristics. All fourDHvap derivatives are nearly constant
across the entire temperature range. For ther derivatives
three of them are either zero atT'273 K (]r/]q and
]r/]d) or very small~]r/]«!. This means that changing pa-
rameters ~i.e., the Lennard-Jones radius of oxygen! would
lead to a mainly parallel shift inDHvap(T) andr(T), while
changing the other three parameters would permit changes to
the shape ofr(T) ~and perhaps influence the location of its
maximum!. These observations have led us to use the follow-
ing parameter search strategy:

~1! increase parameters until r(273 K)'rexp(273 K) using
]r/]s information;

~2! vary parametersq, d, and « ~in this order! minimizing
the density residualR(r,$q,d,«%) alone;

~3! fine-tune all parameters minimizing the full combined
residualR(r1DHvap,$q,d,«,s%).

FIG. 3. Schematic representation of the residual functionR(A,$j%), Eq.~8!.
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The numerical derivatives for the final set of force field pa-
rameters~‘‘TIP4P-Ew’’ ! are listed in Table II; the corre-
sponding residualR and its gradients are listed in Table III,
while the numeric values of the force field parameters them-
selves are listed in Table I. It should be noted that this set of
force field parameters cannot be changed without making
either r(T) or DHvap(T) worse. It can be improved, how-
ever, if one is interested in creating a model that, for in-
stance, best represents justr(T) alone. It should also be
noted that during the course of the re-parameterization the
magnitude of the residualR was reduced by a factor of 20,
while the magnitudes of its gradients were on average re-
duced by a factor of 10~see Table III!.

E. Property computation

1. Statistical uncertainties

Statistical uncertainties for averages of ‘‘simple’’ proper-
ties A ~such as bulk-density, temperature, etc.! are estimated
by fluctuation auto-correlation analysis~via the estimation of
correlation timestA as outlined in Ref. 30!. We note that the
equilibrium averagêA& ~i.e., the quantity the uncertainty of
which we wish to estimate! must relatively be well-known in
order to estimate the correlation timetA reliably.

For properties that are determined by fluctuations~such
as specific heat, isothermal compressibility, etc.! we do not
attempt to estimate statistical uncertainties.

2. Polynomial fit

Various propertiesA(T) discussed below are fit to an
nth-order polynomial inT over the range of temperatures of

interest in order to permit interpolation between temperatures
or to obtain analytic derivatives. The general functional form
used is

A~T!5(
i 50

n

a~ i !A* Ti . ~16!

For simulation data, the coefficientsa( i )A are determined
from a weighted least-squares fitting procedure39 where the
weights are based on the statistical uncertainty of the data
being fitted. For experimental data, the coefficientsa( i )A are
determined from an unweighed least-squares fit.

3. Bulk-density r

The average of the bulk-densitŷr& is computed from
the average volume of the simulation box^V& using the mo-
lar massMwater as listed in the supplemental material

^r&5
NwaterMwater

NA^V&
; d^r&5^r&

d^V&

^V&
. ~17!

Experimental density reference data have been taken from
Ref. 40 ~liquid phase! and from Ref. 41~supercooled and
superheated liquid!.

4. Enthalpy of vaporization DHvap

The enthalpy of vaporizationDHvap is the enthalpy
change that occurs during the transition of one mol of sub-
stance from the liquid to the gas phase, where each of the
phases is under the equilibrium pressure~i.e., the vapor pres-
sure of the liquid!.42

TABLE I. Numeric values of the initial and the final set of force field parameters.

Force field parameterja q @e2# d @Å# « @kcal mol21# s @Å#
Model dipole
momentm @D#

initial ~TIP4P! 1.040 0.150 0.1550 3.15365 2.177
final ~TIP4P-Ew! 1.04844 0.1250 0.162750 3.16435 2.321

aSee Fig. 2.

TABLE II. Numerical derivatives ofrI (T) andDHvap(T) for the initial and the final set of force field parameters.

T @K#

]rI (T)/]jI
a,b ]DHvap(T)/]jI

a,b

jI 5qI dI «I sI qI dI «I sI

initial

235.5 20.203 37 0.051 61 20.059 18 21.8809 2.9240 20.528 25 20.398 90 27.0381
273 0.393 11 20.072 14 20.121 36 23.3845 2.7807 20.501 43 20.380 32 27.0452
323 0.790 43 20.154 33 20.135 94 24.2806 2.7501 20.516 99 20.295 36 26.9631
400 1.4589 20.303 90 20.218 24 25.3538 2.8928 20.560 00 20.331 08 26.4039

final

235.5 20.685 64 0.077 94 0.071 92 21.6333 3.1573 20.432 55 20.492 28 27.8504
273 20.023 01 20.019 38 20.041 34 23.9111 2.9108 20.388 93 20.404 75 27.1247
323 0.489 83 20.105 86 20.131 54 24.5440 2.7093 20.381 07 20.362 47 27.2635
400 1.1730 20.192 43 20.165 61 25.7166 2.7158 20.404 62 20.307 96 27.5861

aReduced propertiesrI , DHvap as defined in Eq.~9! using experimental values from Table V and force field parameters from Table I.
bReduced property derivatives as defined in Eq.~12!.
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DHvap~T!5H~p,T!gas2H~p,T! liquid5Egas2Eliquid

1p~Vgas2Vliquid!, ~18!

with E being the total internal energy of the medium~con-
sisting of a potential and a kinetic energy contribution:E
5U1K). Under the assumption that the gas is ideal~poten-
tial energyUgas50), and that the kinetic energies of a mol-
ecule in the gas and liquid phases are identical (Kgas

5K liquid) at a given temperatureT, we can approximate Eq.
~18! from quantities available from an NpT simulation as
follows:

DHvap~T!'2^U~p,T! liquid&/N1p~Vgas2^Vliquid&!1C

'2^U~p,T! liquid&/N1RT2p^Vliquid&1C,

~19!

where^U(p,T) liquid& is the average intermolecular potential
energy forN molecules at a given external pressurep and a
bath temperatureT, and^Vliquid& is the average volume of the
simulation box. The second term in Eq.~19! represents the
work of expanding the gas against the external pressurep.

The correction termC in Eq. ~19! corrects for the ap-
proximations made in the simulation and in the derivation of
Eq. ~19!. That is, it accounts for vibrational, polarization,
nonideal gas, and pressure effects:

C5Cvib1Cpol1Cni1Cx . ~20!

In Eq. ~20!, the Cvib term accounts for intra- and inter-
molecular vibrational effects43

Cvib5Cvib,intra1Cvib,inter. ~21!

For a classical harmonic oscillator, the energy fornvib vibra-
tional modes

Evib
CM5nvibkBT, ~22!

is independent of the modes’ frequency.
For a quantum-mechanical harmonic oscillator, the en-

ergy is given by

Evib
QM5(

i 51

nvib S hv i /21
hv i

ehv i /kT21D . ~23!

Quantum corrections to the vibrational energy are of two
types. The first is due to the fact that our model is rigid, and
so we must approximate the effect of the intra-molecular
vibrations. Furthermore, the fundamental intra-molecular fre-
quencies shift as a water molecule goes from the liquid into
the gas phase. Therefore,

Cvib,intra5Evib,g, intra
QM 2Evib,l , intra

QM ~g5gas, l 5 liquid!,
~24!

where we use Eq.~23! and the intra-molecular vibrational
frequencies of water in the gas and liquid phases44 to com-
pute both terms on the right.

The second type of quantum correction is due to the fact
that several high frequency inter-molecular modes of the liq-
uid are treated classically in the simulation, where they
should have been treated quantum-mechanically; therefore,

Cvib,inter5Evib,l , inter
QM 2Evib,l , inter

CM ~ l 5 liquid!, ~25!

where the first term on the right is evaluated using Eq.~23!
and the high frequency inter-molecular modes of the liquid.44

The second term on the right is from Eq.~22!. Table IV lists
the numeric values ofCvib for the temperatures of interest.

The second term in Eq.~20!, Cpol , accounts for the de-
polarization energy that needs to be invested when a water
molecule is transferred from the bulk to the gas phase13 and
was first proposed for the SPC/E model. A water molecule in
the liquid described by a nonpolarizable effective pair poten-
tial like TIP4P has a higher dipole moment than a water
molecule in the gas phase. The difference can be thought of
as an induced dipole moment introduced by the bulk.Cpol

can be approximated as13

TABLE III. ResidualR and its derivatives for the initial and the final set of force field parameters.

Residual
Ra

]R/]jI
b

jI 5qI dI «I sI

Initial 0.015 866 7 21.4188 0.268 19 0.171 10 3.4302
Final 0.000 893 35 0.143 33 20.018 98 20.021 60 20.379 96

aResidual as defined by Eq.~8!.
bResidual derivatives as defined by Eq.~14!.

TABLE IV. Corrections toDHvap and cp as computed by Eqs.~21!, ~27!,
and ~31! for various temperatures.

T
@K#

Cvib(T)a

@kcal mol21#
Cni(T)b

@kcal mol21#
]Evib,l(T)/]Tc

@cal mol21 K21#

235.5 20.2247 20.0001 22.8960
248.0 20.1894 20.0003 22.7499
260.5 20.1559 20.0007 22.6115
273.0 20.1241 20.0014 22.4806
285.5 20.0938 20.0027 22.3571
298.0 20.0651 20.0048 22.2408
310.5 20.0378 20.0079 22.1313
323.0 20.0118 20.0125 22.0284
335.5 0.0130 20.0190 21.9316
348.0 0.0365 20.0276 21.8407
360.5 0.0590 20.0387 21.7553
373.0 0.0804 20.0527 21.6750
400.0 0.1235 20.0940 21.5174

aComputed from Eq.~21!; errors are<0.007 kcal mol21 assuming an uncer-
tainty in vibrational frequencies of 1 cm21.

bComputed from Eq.~27!.
cComputed from Eq.~31!; errors are<0.007 cal mol21 K21 assuming an
uncertainty in vibrational frequencies of 1 cm21.
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Cpol5
N

2
~mgas2m liquid!2/agas, ~26!

wherem liquid is the dipole moment of the effective pair model
and mgas and agas are the dipole moment and the mean po-
larizability of a water molecule in the gas phase,45 respec-
tively.

The third term in Eq.~20!, Cni , accounts for the nonide-
ality of the gas phase and is given by46,47

Cni5E
0

pvapS ]H

]p D
T

dp5E
0

pvapFV~p!2S ]V

]TD
p
Gdp

'pvapS B2T
dB

dTD . ~27!

In Eq. ~27!, the integration is done between the perfect-gas
state (p50) and the vapor pressurepvap of the liquid and the
virial equation of state is used. Experimental data forpvap

and the 2nd virial coefficientB have been taken from Ref.
48. Table IV lists the numeric values ofCni for the tempera-
tures of interest.

The last term in Eq.~20!, Cx accounts for the fact that
the simulation of the liquid is carried out at the external
pressurep5pext rather than at the vapor pressurepvap

Cx5E
pext

pvapS ]H

]p D
T

dp5E
pext

pvapFV~p!2TS ]V~T!

]T D
p
Gdp

'E
pext

pvap
@V~pext!@12~p2pext!kT#2TVap#dp.

Here, the second form uses the definition for the isothermal
compressibilitykT given in Eq.~32! @and a Taylor expansion
for V(p) aroundp5pext] and the definition for the thermal
expansion coefficientap given in Eq.~33!. The numeric val-
ues ofCx for the range of temperatures studied (pvap,'

pext)
are less than 4* 1024 kcal mol21 and will, therefore, be ne-
glected in this study.

Experimental DHvap reference data have been taken
from Ref. 40 (T^253 K). Values below 253 K have been
obtained by extrapolation of a polynomial fit@Eq. ~16!# of
data from Ref. 40.

5. Isobaric heat capacity c p

The isobaric heat capacity,cp , is defined as

cp5S ]H

]T D
p

. ~28!

We computecp in three different ways:

~a! by analytic differentiation of a polynomial fit of simu-
lated enthalpieŝH(T)& according to Eq.~16!;

~b! by numeric differentiation of simulated enthalpies
^H(T)& over the range of temperaturesT of interest

cp'
^H2&2^H1&

T22T1
, ~29!

this allows to estimate statistical uncertainties ofcp

dcp'Ad^H1&
21d^H2&

2/~T22T1!,

~a! by using the enthalpy fluctuation formula

cp5
^H2&2^H&2

NkB^T&2 . ~30!

Due to the approximations made in the simulation~see dis-
cussion ofDHvap above!, cp values computed by Eqs.~16!,
~29!, and~30! need to be corrected by a vibrational term

S ]Evib,l

]T D
p

5S ]Evib,l , intra
QM

]T D
p

1S ]Evib,l , inter
QM

]T D
p

2S ]Evib,l , inter
CM

]T D
p

~ l 5 liquid!. ~31!

Table IV lists the numeric values of Eq.~31! for the tempera-
tures of interest.

Experimentalcp reference data have been taken from
Ref. 40 ~liquid phase!, from Ref. 49 ~supercooled liquid!,
and from Ref. 41~superheated liquid!.

6. Isothermal compressibility kT

The isothermal compressibilitykT is defined as

kT52
1

V S ]V

]p D
T

5
^V2&2^V&2

kB^T&^V&
. ~32!

We computekT by using the volume fluctuation formula
@second form of Eq.~32!#. ExperimentalkT reference data
have been taken from Ref. 41.

7. Thermal expansion coefficient ap

The thermal expansion coefficient,ap , is defined as

ap5
1

V S ]V

]TD
p

. ~33!

We computeap in three different ways:

~a! By analytic differentiation of a polynomial fit of simu-
lated bulk-densitieŝr(T)& according to Eq.~16!

ap52
d ln^r~T!&

dT
, ~34!

~b! by numeric differentiation of simulated bulk-densities
^r(T)& over the range of temperaturesT of interest

ap'2
ln^r2&2ln^r1&

T22T1
, ~35!

this allows to estimate statistical uncertainties ofap

dap'A~d^r1&/^r1&!21~d^r2&/^r2&!2/~T22T1!,
~c! by using the enthalpy-volume fluctuation formula

ap5
^VH&2^V&^H&

kB^T&2^V&
. ~36!

Experimental ap reference data have been taken from
Ref. 41.
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8. Self-diffusion coefficient D
Self-diffusion coefficientsD were obtained for the final

TIP4P-Ew model from the mean-square O–O displacement
simulated under an NVE ensemble using the Einstein
relation28

D5 lim
t→`

1

6t
^ur ~ t !2r ~0!u2&5 lim

t→`

1

6t
ROO~ t !. ~37!

The starting configurations for the NVE simulations were
sampled in 5 picosecond intervals from extended wellequili-

TABLE V. Thermodynamic properties for the final TIP4P-Ew parameter set for a range of temperatures.a

TBath

@K#
Duration

@ns#
^Tinternal&

b

@K#
^U&c

@kcal mol21#

^r&
@g cm23#

^DHvap&
@kcal mol21# cp @cal mol21 K21# ap @1024 K21#

simd expe simf expg simh simi expj simk siml expm

235.5 41 235.4 26238.4 0.9845 0.9688 11.381 11.180 23.3 23.4729.2
248.0 10 247.8 26114.8 0.9935 0.98924 11.199 11.0372 21.9 21.9 19.3425.3 25.7 29.674
260.5 12 260.2 26000.5 0.9986 0.99714 11.033 10.9029 20.9 20.9 18.3822.4 22.5 23.712
273.0 7 272.7 25891.7 0.9996 0.99981 10.877 10.7732 20.1 20.2 18.17020.1 0.1 20.705
285.5 5 284.9 25790.4 0.9984 0.99953 10.731 10.6483 19.6 19.6 18.048 1.8 1.7 1.185
298.0 5 297.7 25687.4 0.9954 0.99716 10.583 10.5176 19.2 19.2 18.004 3.4 3.1 2.558
310.5 4 309.4 25596.8 0.9908 0.99362 10.452 10.3986 18.9 19.0 17.995 4.6 4.6 3.648
323.0 4 322.4 25496.6 0.9843 0.98838 10.305 10.2640 18.7 18.7 18.004 5.5 5.4 4.567
335.5 5 335.3 25401.2 0.9771 0.98207 10.163 10.1286 18.6 18.6 18.024 6.3 6.3 5.379
348.0 6 347.5 25311.0 0.9688 0.97527 10.026 9.9993 18.5 18.6 18.054 7.0 7.4 6.121
360.5 6 360.1 25219.3 0.9594 0.96737 9.883 9.8619 18.5 18.5 18.096 7.6 8.1 6.821
373.0 6 372.7 25128.2 0.9492 0.95869 9.738 9.7206 18.5 18.4 18.151 8.3 9.2 7.498
400.0 7 399.3 24939.7 0.9254 0.93803 9.426 9.4070 18.1 18.338 10.1 8.948

aThe difference between the mean internal pressure and the control pressure~1 atm! is for all temperatures within one standard deviation~3 atm! of the mean
internal pressure.

bComputed from the mean kinetic energy over the simulation along with the equipartition formula; note that this quantity is within two standard deviations
~0.3 K! of the bath temperatureTBath.

cMean total potential energy including Lennard-Jones tail correction for system of 512 water molecules; statistical uncertaintyd^U&,'1.9 kcal mol21.
dStatistical uncertainties:d^r&,'0.0004 g cm23 (T%248 K); d^r&,'0.0003 g cm23 (T^260.5 K).
eFrom Refs. 40~liquid! and 41~supercooled and superheated liquid!; interpolated for actual simulation temperature^Tinternal&.
f^DHvap& values corrected according to Eq.~20!, Sec. III E 4, statistical uncertaintyd^DHvap&,'0.004 kcal mol21.
gFrom Ref. 40, values interpolated for actual simulation temperature^Tinternal&.
hFrom polynomial fit @Eq. ~16!# of simulated enthalpies^H&, Sec. II E 5 @part ~a!#; with n56 and a020.687 867 453 03* 1012; a1

50.955 591 459 04* 1010; a220.696 621 245 80* 1022; a350.280 812 719 77* 1024; a420.642 690 614 43* 1027; a550.788 654 497 06* 10210; a65

20.404 309 859 83* 10213.
iFrom finite difference formula, Eq.~29!, Sec. II E 5@part ~b!#; statistical uncertaintydcp,'0.4 cal mol21 K21. cp(T) values corrected by]Evib,l(T)/]T terms
@Eq. ~31!, 3rd column of Table IV#. This also applies to footnotei.

jFrom Refs. 40~liquid!, 49 ~supercooled liquid!, and 41~superheated liquid!.
kFrom polynomial fit of simulated bulk-densitieŝr&, Eq. ~34!, Sec. II E 7 @part ~a!#; with n54 and a0520.138 356 556 933* 1011; a1

50.267 602 057 295* 1021; a2520.110 711 242 268* 1023; a350.202 358 222 565* 1026; a4520.141 916 114 764* 1029.
lFrom finite difference formula, Eq.~35!, Sec. II E 7@part ~b!#; statistical uncertaintydap,'0.3* 1024 K21.
mFrom Ref. 41.

TABLE VI. Fluctuation properties for the final TIP4P-Ew parameter set for a range of temperatures

TBath

@K#
Duration

@ns#
^Tinternal&

a

@K#
cp

b

@cal mol21 K21#

kT@1026 atm21#
ap

e

@1024 K21#

Static
dielectric«~0!

simc expd simf expg

235.5 41 235.4 24.2 54.3 29.2 81.965.2 106.3161.0 ~238 K!
273.0 36 272.9 20.3 48.9 51.62 20.1 70.861.4 87.9660.04
298.0 36 297.9 19.2 48.1 45.86 3.2 63.960.9

62.961.0h
78.46

323.0 36 322.9 19.0 49.4 44.76 5.5 60.060.7 69.9660.04
348.0 22 347.8 19.2 53.6 46.21 7.6 54.160.7 62.36
373.0 22 372.9 19.4 59.9 49.65 9.4 48.760.6 55.5760.2
400.0 22 399.9 18.4 68.4 55.62 10.5 42.760.5

aComputed from the mean kinetic energy over the simulation along with the equipartition formula; note that this quantity is within two standard deviations
~0.1 K! within the bath temperatureTBath.

bFrom enthalpy fluctuation formula, Eq.~30!, Sec. II E 5@part ~c!#; cp(T) values corrected by]Evib,l(T)/]T terms@Eq. ~31!, 3rd column of Table IV#.
cFrom volume fluctuation formula, Eq.~32!, Sec. II E 6.
dFrom Ref. 41.
eFrom enthalpy-volume fluctuation formula, Eq.~36!, Sec. II E 7@part ~c!#.
fFrom dipole fluctuation formula, Eq.~38!, Sec. II E 9.
gFrom Ref. 53.
hFrom weighted linear fit using external field formula, Eq.~40!, Sec. II E 9.
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brated NpT simulations. For each temperature studied, 80
NVE simulations were carried out for a duration of 80 pico-
seconds (T5235.5 K), 30 picoseconds (T5273 K), and 20
picoseconds (T.273 K), respectively. The average self-
diffusion coefficient̂ D(T)& at each temperature~and its un-
certainty! was obtained by averagingD(T) values resulting
from a weighted linear least-squares fit ofROO(t) versust
for each of the NVE runs.

9. Static dielectric constant «(0)

The static dielectric constant«~0! of a medium is deter-
mined by the magnitude and density of the molecular dipole
moments and the extent to which the directions of the dipole
moments are correlated. Within the Ewald approach using
conducting boundary conditions,«~0! is given by50

«~0!5114p
^M2&

3^V&kB^T&
, ~38!

with ^M2& being the fluctuation of the total system dipole
moment

^M2&5^M•M&2^M&•^M&5^Mx
21M y

21Mz
2&2~^Mx&

2

1^M y&
21^Mz&

2!. ~39!

A statistical uncertaintyd«~0! for «~0! can be obtained from
statistical uncertaintiesd^V&, d^T&, d^(Mx

21M y
21Mz

2)&,
d^Mx&, d^M y&, andd^Mz& using standard error propagation.
Due to very long fluctuation auto-correlation times,^M2&
converges rather slowly, especially at low temperatures.

Alternatively, in the presence of an external electric
field, E0 , «~0! is given by50

«~0!5114p
^P&E0

E0
, with ^P&5^M/V&, ~40!

where the polarization̂P& is the system dipole moment den-
sity.

For small ‘‘nonsaturating’’ fields51 ~i.e., mE0/3kB!T),
^P& is linear inE0 ; we note that the saturation field strength
depends on the model’s dipole momentm, as well as on the
temperature!

For polarizable molecules, a polarizability correction
«pol

corr is added to«~0! obtained from either Eqs.~38! or ~40!:
«8(0)5«(0)1«pol

corr; «pol
corr54pNa/^V&, «pol

corr is related to
the high-frequency dielectric,«~`!: «pol

corr5«(`)2«vacuum

5«(`)21. The experimental value of«pol
corr at room tempera-

ture is 0.79.52 In this paper we compute«pol
corr from the ex-

perimental mean polarizabilityagas
45 and the average vol-

ume of the simulation box,̂V&. Experimental«~0! reference
data have been taken from Ref. 53.

10. Radial distribution functions g „r … and scattering
intensities I „Q…

The pair radial distribution functiongab(r ) for atoms of
type a andb is obtained from the simulation via28

gab~r !5
V

N2 K (
i , j Þ i

d~r a
i !d~r b

j 2r !L , ~41!

g(r ) is related, through the spatial Fourier-type transform, to
the structure factorhab(Q)

hab~Q!54prE
0

`

r 2~gab~r !21!
sin~Qr !

Qr
dr, ~42!

where hab(Q) in turn is related to the scattering intensity
I (Q), an observable measured directly by experiment54

~43!

Equation~43! makes the assumption~Debye approximation!
that scattering effects can be separated into intra- and inter-
molecular contributions, and further, that scattering can be
represented as arising from independent neutral atoms@de-
scribed by atomic weightsx and atomic form factorsf (Q)].
In Ref. 54, the authors point out the difficulties and ambigu-
ities of deriving radial distribution functionsg(r ) from mea-
sured scattering intensitiesI (Q), and devise a reverse proce-
dure that producesI (Q) curves from simulatedg(r ), the
results of which we adopt in this paper~see Fig. 10!. We do
realize that in doing so we violate common practice, which,
traditionally, treated radial distribution functionsg(r ) as the
dedicated probe to assess whether a water model’s structural
properties agree with the experiment.

III. RESULTS AND DISCUSSION

The final TIP4P-Ew model~see Table I! has been char-
acterized by computing thermodynamic properties
@^r&,^DHvap&,cp ,kT ,ap ,D,«(0)# for a range temperatures
in the interval@235.5 K, 400 K# listed in Tables V–VII to-
gether with experimental values. Results are also presented
in Figs. 4–10, often with data from experiment and from
selected other water models. In some cases we show com-
parisons between TIP4P-Ew and TIP4P-Pol2,18 a potential
we consider to be one of the better polarizable water models,
especially with regard to structural properties.

The bulk-densityr(T) as a function of temperature for
TIP4P-Ew, TIP4P-Pol218 and experiment is shown in Fig. 4.

TABLE VII. Self-diffusion coefficients for a range of temperatures.

TNpT @K#
~1 atm!

^TNVE&
@K#

D @1029 m2 s21#

TIP4P-Ew expa,b

235.5 235.1 0.1760.01 0.18765% (T5242.5 K)a

273 272.2 1.260.02 1.0565% (T5273.5 K)a

298 297.4 2.460.06 2.2360.1a

2.29960.2%b

323 321.6 3.960.06 3.57560.2% (T5318 K)b

348 346.9 5.760.04
373 371.6 7.860.1
400 398.4 10.360.1

aFrom Ref. 58.
bFrom Ref. 59.

9673J. Chem. Phys., Vol. 120, No. 20, 22 May 2004 Improved 4-site water model

Downloaded 21 Jun 2004 to 171.64.122.81. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



The temperatureTm wherer(T) has its maximum we find
~from polynomial fit ofr(T) using Eq.~16!, or from ap(T)
curve, see Fig. 6, bottom! Tm'274 K for TIP4P-Ew~experi-
ment: Tm5277 K; TIP4P with Ewald ~see Fig. 1!: Tm

'256 K). The absolute average density error for our model
is 0.58% or 0.0056 g cm23 over the 165° temperature range
~maximum deviation of11.6% at237.5 °C!.

The enthalpy of vaporizationDHvap(T) as a function of
temperature for TIP4P-Ew@corrected by Eq.~20!#, TIP5P17

and the experiment is shown in Fig. 5. The absolute average

error of DHvap(T) for our model is 0.69% or 0.074
kcal mol21 ~maximum deviation of11.8% at 237.5 °C!.
The slope of the TIP4P-Ew curve is marginally steeper than
the experimental curve, which manifests itself in heat capaci-

FIG. 4. Bulk-densityr(T) of water. ~a! From Refs. 40~liquid! and 41
~supercooled and superheated liquid!; ~b! this paper; final parameter set;
statistical uncertainties,'0.0004 g cm23; r(T) has a maximum at'274 K;
~c! this paper; initial TIP4P parameter set; with Ewald and Lennard-Jones
long-range correction; statistical uncertainties,'0.0004 g cm23; ~d! from
Ref. 18.

FIG. 5. Enthalpy of vaporizationDHvap(T) of water. ~a! From Ref. 40;
value at 235.5 K extrapolated~dashed line!; ~b! this paper; final parameter
set; values corrected according to Eq.~20!, Sec. II E 4; statistical uncertain-
ties ,'0.004 kcal mol21; ~c! this paper; initial TIP4P parameter set; with
Ewald and Lennard-Jones long-range correction; values corrected as in~b!;
statistical uncertainties,'0.003 kcal mol21; ~d! from Ref. 17; errors 0.01
kcal mol21.

FIG. 6. Isobaric heat capacitycp(T), isothermal compressibilitykT(T) and
thermal expansion coefficientap(T) of water.~a! cp(T) from Refs. 40~liq-
uid!, 49 ~supercooled liquid!, and 41~superheated liquid!; kT(T) andap(T)
from Ref. 41.

FIG. 7. Static dielectric constant«~0!. ~a! From Ref. 53;~b! this paper; final
parameter set; from dipole fluctuation formula, Eq.~38!; ~c! this paper;
initial TIP4P parameter set; with Ewald and Lennard-Jones long-range cor-
rection; from dipole fluctuation formula, Eq.~38!; ~d! from Ref. 60;~e! from
Ref. 17.
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ties cp(T) ~see Fig. 6!, that are slightly too high~'1.5
cal mol21 K21 at 298 K!. We note that the statistical uncer-
tainties inDHvap(T) (,'0.004 kcal mol21) are smaller than
conservatively estimated errors in the corrections applied
@d(]Cvib /]T)p , Table IV#.

Plots of the isothermal compressibilitieskT(T) and ther-
mal expansion coefficientsap(T) as a function of tempera-
ture for TIP4P-Ew and the experiment are given in Fig. 6.
For the model,kT(T) is within about 8% of experiment, and
ap(T) is within 11024 K21 of experiment, between the
temperatures 273 and 310 K. The thermal expansion coeffi-
cient is zero, corresponding to the density maximum, atTm

'274 K.

Figure 7 compares the results for the static dielectric
constant«~0! as a function of temperature for TIP4P-Ew,
TIP4P with Ewald and Lennard-Jones long-range corrections
and the experiment. Even after an extended simulation of
.40 nanoseconds, the statistical uncertainty of«~0! at 235.5
K is significant ~65!. At one temperature (T5298 K), the
dielectric was computed using Eq.~40! in the presence of an
external fieldE0 . Figure 8 shows the polarization̂P& as a
function of E0 . We find the saturation field strength to be
*1000 kV cm21 for this temperature. From a linear weighted
fit of ^P(E0)& we obtain a dielectric constant of«(0)
562.961.0, which agrees well with the result obtained from
the dipole fluctuation formula Eq.~38! for this temperature
@«(0)563.960.9; see Table VI#. The overall agreement of
TIP4P-Ew with the experiment is not great@d«(0)
&215%#, but it halves the error of«~0! for TIP4P in its
original parameterization~dashed curve!. We admit that this
is disappointing; the static dielectric constant«~0! may well
be one of the properties that requires the use of a polarizable
water model, the inclusion of molecular flexibility or the use
of something other than conducting boundary conditions.55

Simulated self-diffusion coefficientsD for the tempera-
tures studied along with the experimental data are summa-
rized in Table VII. Figure 9 plots data shown in Table VII;
the agreement is remarkable where experimental data are
available.

Figure 10 shows simulated O–O radial distribution func-
tions gOO(r ) for TIP4P-Ew for a few select temperatures
together with their corresponding scattering intensity curves
I (Q),54 and comparisons with results for TIP4P and the po-
larizable model TIP4P-Pol218 @considered one of the best
benchmark forg(r )54# against experiment. The TIP4P-Ew
water structure shows considerable improvement over TIP4P,
and comparable performance with TIP4P-Pol2, over the tem-
perature range studied.

IV. CONCLUSION

We have presented a re-parameterization of the popular
TIP4P water model~dubbed ‘‘TIP4P-Ew’’! with inclusion of
both Coulomb and Lennard-Jones long-range interactions.

The new model has been tuned to reproduce both the
bulk-density as well as the enthalpy of vaporization over the
entire accessible liquid range~235.5–400 K! at ambient
pressure. A careful characterization of the new model re-
vealed that many thermodynamic and kinetic properties
~bulk-densityr, enthalpy of vaporizationDHvap, heat capac-
ity cp , compressibilitykT , expansion coefficientap , self-
diffusion coefficientD! are described very well over the en-
tire temperature range.

We emphasize that even though the development of the
new model used experimental densities and heats of vapor-
ization as input, it is still important to assess the degree to
which our model is capable of reproducing its input data as a
measure of the model’s ability to achieve the best description
of the relevant physics with a minimal set of parameters.

FIG. 8. Polarization̂ Pz&5^Mz /V& as a function of an external fieldE0 in
z direction. ~a! Statistical uncertaintiesd^Pz&,'33 kV cm21; the saturation
field strength is found to be*1000 kV cm21.

FIG. 9. Self-diffusion coefficientD(T) of water.~a! 274–318 K: From Ref.
59; errors 0.2%; ~b! 242.5–298 K: From Ref. 58; errors 5%,
0.1* 1029 m2 s21 at 298 K; ~c! this paper; uncertaintiesdD
%0.1* 1029 m2 s21; ~d! from Ref. 61; errors%0.10* 1029 m2 s21; ~e! from
Ref. 62; error 0.5* 1029 m2 s21.
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The transferability of the new model, in particular its
suitability to be used as solvent model in bio-molecular
simulations is yet to be tested. Specifically, kinetic studies
addressing hydrogen-bond life times as well as solvation
studies~free energies of hydration for a selection of refer-
ence molecules in TIP4P-Ew water! need to be conducted.

Considering the success of the original TIP4P water
model and the quality of the results obtained here, the new
model should also be a good general-purpose water model.
Further work is needed to confirm this statement. Simula-
tions currently underway include the exploration of the phase
diagram~ice–water properties, melting point; ice properties;
vapor pressure, boiling point!, interfacial properties, nonam-
bient pressures, critical region, clusters, bilayers, molecule
solvation, and bio-molecular systems.

APPENDIX: DERIVATION OF THE M_RATTLE
EQUATIONS

For MD simulations of systems with bond constraints,
one generally must resort to an iterative method for handling
the constraints such as SHAKE56 or RATTLE.57 Generally,
these methods are not rapidly converging, and considerable
amounts of computer time can be spent addressing the con-
straints. Recently, the M–SHAKE algorithm has been
described32 for treating constraints in the context of Verlet or
leap frog dynamical integration algorithms. Here, we show,
for a fully rigid molecule, how we can use the M–SHAKE

approach with the velocity Verlet algorithm.30 This deriva-
tion closely follows the notation used in the description of
the RATTLE algorithm.

In the velocity Verlet algorithm the fundamental equa-
tions are

r~ t1h!5r~ t !1hv~ t !1
h2

2m
F~ t !,

compute F~ t1h!, ~A1!

v~ t1h!5v~ t !1
h

2m
~F~ t !1F~ t1h!!,

wherer is the position,v is the velocity Verlet velocity~an
approximation to the true velocity!, F is the force,m is the
mass of the particle, andh is the time step size. When bond
length constraints are introduced, they are of the form
s i j (ur i2r j u)5r i j

2 2di j
2 50. These result in time-dependent

forces of constraint, F i
c(t)5( j Þ i2l i j (t)“ is i j 5( j Þ i

22l i j (t)r i j , wherel i j 5l j i are scalar Lagrange multipliers
whose values are determined so as to make the constraints
satisfied at each time step. With velocity Verlet, there are
actually constraints on the velocities as well as on the posi-

FIG. 10. Scattering intensitiesI (Q) and O–O radial distribution functionsg(r ) for water.~a! From Ref. 54~x-ray scattering experiments atT5275, 298, and
350 K!; ~b! this paper (T5273, 298, and 348 K!; ~c! this paper; initial TIP4P parameter set; no Ewald and Lennard-Jones long-range correction (T5273, 298,
and 348 K!; ~d! from Ref. 54 (T5275, 298, and 348 K!; the authors wish to acknowledge J. Ilja Siepmann for providing TIP4P-Pol2 radial distribution
function for our analyses.
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tions: ds i j /dt52r i j •v i j 50. This is a statement that there
should be no component of the relative velocity parallel to a
bond that is constrained and implies the use of both posi-
tional @lRRi j(t)# and velocity@lRVi j(t)# Lagrange multipli-
ers. Following the RATTLE scheme, when constraints are
introduced the velocity Verlet algorithm begins as follows:

r i~ t1h!5r i~ t !1hv i~ t !1
h2

2mi

3FF i~ t !1(
j Þ i

22lRRi j~ t !r i j ~ t !G .
The RATTLE algorithm provides a prescription for comput-
ing lRRi j(t) through an iterative process. However, the
M–SHAKE algorithm can be applied directly for this step of
the velocity Verlet algorithm. The M–SHAKE algorithm is a
matrix-based iterative procedure that is more rapidly con-
verging than SHAKE and RATTLE for obtaining positional
Lagrange multipliers for system of coupled constraints. Once
the lRRi j(t) are determined, the positions at timet1h are
known and the forces at that time can be computed. The last
thing to be done in a velocity Verlet algorithm is to update
the velocities with the following expression:

v i~ t1h!5v i~ t !1
h

2mi
FF i~ t !1(

j Þ i
22lRRi j~ t !r i j ~ t !

1F i~ t1h!1(
j Þ i

22lRVi j~ t1h!r i j ~ t1h!G .
~A2!

In Eq. ~A2! everything on the right is known except the
lRVi j(t1h), the velocity Lagrange multiplier in the
RATTLE scheme, which are chosen to maker i j (t
1h)* v i j (t1h)50. For a fully rigid molecule these may be
found in closed form on a molecule-by-molecule basis. Con-
sider a rigid three site molecule, which could be our
TIP4P-Ew model~the M-site position can be constructed
from the positions of the oxygen and the two hydrogens!.
Label the three sites 0, 1, and 2. For our fully rigid system
we are concerned with coordinatesr0 , r1 , r2 , the corre-
sponding velocities and the three constraintss01, s02, s12.
Define

gi j [2hlRVi j~ t1h! ~A3!

and

qi[v i~ t !1
h

2mi
FF i~ t !1(

j Þ i
22lRRi j~ t !r i j ~ t !

1F i~ t1h!G ,
so that Eq.~A2! becomes

v i~ t1h!5qi1
1

mi
(
j Þ i

gi j r i j ~ t1h!. ~A4!

For each molecule, we need to determine the three values
g01, g02, andg12, which result inr i j (t1h)* v i j (t1h)50.
Dropping thet1h argument for simplicity one obtains for
the three relative velocities

v015q011
1

m0
g01r011

1

m0
g02r021

1

m1
g01r01

2
1

m1
g12r12,

v025q021
1

m0
g01r011

1

m0
g02r021

1

m2
g02r02

1
1

m2
g12r12,

v125q122
1

m1
g01r011

1

m1
g12r121

1

m2
g02r02

1
1

m2
g12r12.

In writing this we have taken advantage of the fact thatr i j

52r j i . If we take appropriate dot products we have that

v01•r015q01•r011S 1

m0
1

1

m1
Dg01r01•r011

1

m0
g02r01•r02

2
1

m1
g12r01•r12,

v02•r025q02•r021
1

m0
g01r01•r021S 1

m0
1

1

m2
Dg02r02•r02

1
1

m2
g12r02•r12,

v12•r125q12•r122
1

m1
g01r01•r121

1

m2
g02r02•r12

1S 1

m2
1

1

m1
Dg12r12•r12,

to satisfy the three constraints, each of these equations must
evaluate to zero. However, note that all the dot products of
the form r i j •rkl are simple functions of the geometry of the
rigid molecule. We may write the equations in the form of a
matrix equation for a vectorg5(g01,g02,g12) as follows:
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S S 1

m0
1

1

m1
D r01•r01

1

m0
r01•r02 2

1

m1
r01•r12

1

m0
r01•r02 S 1

m0
1

1

m2
D r02•r02

1

m2
r02•r12

2
1

m1
r01•r12

1

m2
r02•r12 S 1

m2
1

1

m1
D r12•r12

D S g01

g02

g12
D 5S 2q01•r01

2q02•r02

2q12•r12

D . ~A5!

The nine elements of the matrix on the left are constant,
since the molecule is rigid. This matrix is nonsingular and
may be constructed once and its inverse computed at the
beginning of the simulation. The three-vector on the right
changes with every dynamical time step, but it is known at
the time we need to solve forg01, g02, andg12, which we
do by simply multiplying the right side of Eq.~A5! by the
inverse of the matrix on the left. Once theg values are
known we can very easily use them with Eqs.~A3! and~A4!
to update the velocities so that the constraints are satisfied.

This new noniterative approach for addressing velocity
constraints for fully rigid molecules~‘‘M –RATTLE’’ ! is
much faster than iterative schemes.
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